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Introduction  
The discipline of medicine is one which prides itself on continuously renewing and refining its 

techniques in response to the introduction of emerging technologies, striving to ensure that 

the possible patient outcomes can be achieved. This is as it should be, as evidence-based 

practice is a hallmark of high-quality, contemporary health care.1,2 However, would such 

eagerness to integrate new technology be equally as evident, if it has the potential to entirely 

replace the modern-day doctor? This topic shall be the focus of this work, which will discuss 

the role of AI in medicine and explore whether it is possible to replace human doctors or, any 

other aspect of medical care with robots.  

The Role of Artificial Intelligence in Medicine  
AI has evolved significantly since the early computer age where its performance was 

suboptimal to that of humans, projected to soon surpass our ability to reason during complex 

tasks (see Figure 1). When considering the role of AI in medicine, thoughts are likely to be 

dominated by AI in its physical form – especially in the field of surgery. This is perhaps 

warranted, as, over the last three decades, the de Vinci robotic surgical system has 

transformed surgical practice.3,4 Surgeons are now able to perform minimally invasive 

procedures and achieve a degree of accuracy that is only achievable by working in partnership 

with AI.5 AI-assisted surgery reduces surgical trauma and rates of wound infection, is 

associated with improvements in postoperative pain and offers an enhanced cosmetic 

outcome.5,6 In specialities such as gynaecology especially, the role of AI cannot be overstated, 

enabling surgeons to demonstrate a respect for tissue and augment their skill to drive huge 

improvement’s in women’s outcomes.4,6,7 Other, well-established roles for AI in medicine 

include programmes to identify hits during drug development, clinical decision-making 

support tools and algorithms analyse patients records to identify those at high risk of disease.  
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FIGURE 1: PLOTTING THE EVER-INCREASING PERFORMANCE LEVELS OF ARTIFICIAL INTELLIGENCE AND HUMAN 
INTELLIGENCE, THROUGH THE TIME PERIOD BEGINNING AT THE EARLY COMPUTER AGE, AND EXTRAPOLATING INTO 
COMING DECADES. AT FIRST, EARLY AI ONLY OFFERED SUBHUMAN PERFORMANCE AND AN INCONSISTENT LEVEL OF 
SUCCESS (SOURCED FROM AMISHA ET AL. (2019)1 

Alternatively, AI is also being used to provide services where doctors would otherwise be 

entirely unavailable, facilitating telemedicine that enables doctors to assess patients even in 

acute care settings.6,7 Thus, until recent years, the role of AI in medicine has certainly acted 

to complement that of the human doctor’s role, augmented their performance or efficiency 

and indeed, to the benefit of patients; but, up until recent years, the role of AI in medicine 

has not significantly impacted the scope and nature of the doctor’s role.  

Could Artificial Intelligence Supplant the Human Doctor?  
Although, this is likely to soon change, as computational power has grown at an exponential 

rate.1,3,5 The most advanced forms of AI now engage in deep learning methods, such as using 

neural network models to mimic the process of human thought.9 AI now has the potential to 

acquire knowledge and learning in a speed and manner that far surpasses that of a human 

being - and without the extensive years of training. Thereafter, unlike humans, AI is also not 

vulnerable to the numerous factors that affect the performance of human doctors, such as 

burnout, fatigue and high workloads. Thus, there is also a moral imperative to support such 
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provisions, given the significant shortages in the availability of doctors means that AI can far 

exceed any humans potential to meet demand for care; and due to the potential to offer safer 

and better-quality services for certain aspects of medical care.4,8  

For example, in 2017, Esteva et al.10 demonstrated that one such neural network model now 

has the ability to diagnose various forms of skin cancer as accurately as a board-certified 

dermatologist. This technology can easily be made available on smartphones and given that 

over 6.3 billion people will possess smartphone subscriptions by 2021, this means that AI 

could potentially assume the role of skin cancer diagnosis.9 Similarly, in radiology, AI is equally 

as accurate, more efficient and less prone to error than human radiologists; to the extent that 

there has been frequently cited concern that AI could wholly replace the requirement for 

radiologists.11,12 Some of the most advanced forms of AI even possess the ability to engage in 

meaningful conversations, thereby inferring the potential for AI to engage in conversations 

that would normally be conducted by psychiatrists.13,14 Indeed, AI already demonstrates 

promising performance in both the prediction and detection of mental health disorders such 

as depression and schizophrenia.15,16 Thus, this has led to contentious debate and concerns 

regarding whether AI could act as substitutes to human doctors across all fields of medicine 

especially as the performance levels of AI exceed that of human beings.1, 3, 17, 18  

However, despite these advances, this work would argue that while AI may alter the 

responsibilities of the doctor’s role - and sooner than we think; a machine could never entirely 

replace a human doctor, due to a number of key reasons. Foremost, patients will never 

ascribe all of the basic attributes required to form a patient-doctor relationship to a 

machine.17,19 In turn, the patient-doctor relationship then acts as the gateway to all doctoring 

activities, ensuring that patients seek medical care, disclose sensitive information during 

assessments and use medical professionals as a source of psychological support during 

periods of poor health and wellbeing.19 This is perhaps best manifested in the primary care 

setting, where the human interactions between doctor and patient influence a plethora of 

subsequent outcomes. 20, 21  

For example, there is now an ever-growing body of research determining that a patient’s 

perceptions of the quality of the doctor-patient relationship mediate their compliance with 
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self-management and health-seeking behaviours.22, 23 Subsequently, self-management and 

health-seeking behaviours are then two of the most pervasive determinants of wider health 

and wellbeing outcomes.24,25 The four, fundamental attributes of the doctor-patient 

relationship are loyalty, trust, knowledge and regard; and therefore, this work posits that 

even with the introduction of AI that could act as a doctor, these are principles that are 

intrinsically human in nature and that most patients would likely find difficult to ascribe to 

non-human entity. 20, 21 To establish a therapeutic patient-doctor relationship, patients cite 

that they require their physician to be empathetic, which by its very natures denotes that a 

doctor must be able to relate to human experiences.19, 22  

In further support, there is a growing body of evidence to suggest that patients voice a high 

level of distrust regarding AI involvement in any aspect of their care. Despite the resounding 

benefits of robotic-assisted surgery, participants stress a continued preference for human 

doctors.26 An international study surveyed 12,000 patients from across Europe, the Middle 

East and Africa found that 63% of respondents would not consent to robotic-assisted 

techniques if undergoing major invasive surgery. Only 53% responded that they would give 

consent to robotic-assisted surgery for a minimally invasive procedure. 27 In fact, some argue 

that even the complementary role of AI has already had an adverse effect patient, causing 

physicians to have less interaction with their patients – as algorithms replace the need for 

doctors to engage in clinical processes.23  

Should AI replace human doctors, this also raises ethical implications regarding other aspects 

of the doctor’s role. Ethical practice denotes that doctors are wholly accountable for their 

actions, granted a moral responsibility for where a medical error does occur.28 Should an AI 

doctor make a medical error, what does this mean in terms of attributing moral responsibility 

for any consequences. AI is typically developed by multiple persons across multiple agencies 

and thus, attributing blame would be highly complex – termed the ‘problem of many hands’.29 

Furthermore, the very benefit of AI is its ability to create systems that surpass that of human 

intellectual ability and thus, cannot be easily scrutinised to truly determine their 

performance.27 Essentially, whether AI was conforming to the standards of governance that 

rightly influences the medical practises of people, and the design and execution of processes 
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could not be validly measured. Thus, this poses the second, perhaps most important factor 

that should prevent AI supplanting human doctors.  

Conclusion  
Nonetheless, it would appear that the recent advancements in the application of AI 

technologies are likely to shift the role of human doctors, and significantly alter the landscape 

of their practise. Where virtual AI has the ability to offer superior diagnostic and clinical 

decision-making services; this will shift the role of human doctors to one of being an 

intermediary, bridging the gap between patients and the use of such AI. However, it does not 

feasible that AI could wholly replace human doctors, still requiring their input to provide a 

‘human face’ to the medical profession and perhaps most importantly, machines will never 

possess the ability to establish the intrinsically human aspects of the doctor-patient 

relationship. However, this work asserts that a number of factors denote that AI could not 

replace human doctors due to both the clear moral dilemmas that arise in affording AI 

complete autonomy over the entirety of the medical process; nor is society likely to afford an 

AI doctor the confidence and trust to do so. Thus, for the foreseeable future, this essay 

concludes that AI shall remain within the realms of the utopian vision for its use in medicine, 

changing the landscape of doctors’ roles, rather than replacing human physicians.  
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